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~>field is created, and this causal field may persist throughout the outcome

generation task. The persistence of the causal field in the decision maker's
thinking may make it difficult to create other, alternate mental models which
might enable the decision maker to anticipate other outcomes for that act.

The present investigation examines the persistence of initial causal

\fields. and the cognitive mechanisms that may be responsible for this per-

sistence. In the first study of this series, subjects were asked to explain
one of several outcomes selected by the experimenter thus defining a causal
field. Then they made predictions about the future outcome of the decision
problem, identified factors in the causal field, generated alternate outcomes
and estimated their likelihood, and made judgments about what factors would be
important in determining the future, Subjects tended to focus on the same
factors -.that were present in their,ﬁnitial explanation when generating addi-
tional outcomes, and their predictions about future events were biased by
their initial explanation. However, they tended to generate the same numbers
of success and failure outcome$, and their estimates of the likelihoods of
these outcomes was a1$o/ynfﬁf1uenced by the initial explanation they made.
These results suggest-the importance of the initial causal field has in
outcome generation.‘ﬁh second study explored why the causal field persists
The persistence is not due to selective encoding of the task information,;ﬁvt
rather seems to be due to persistence of inferences that the subjects mad
from the task information when making their initial explanation.
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The Role of Causal Explanation in Outcome Gemeration

Careful decision hakers should identify alternative actioms which could
be taken to solve a Aecisiee'problem and they should also consider the
various outcomes which might result from taking each alternative action.
Important decisions are oftéen made with the help of decision analysis which
structures the decision problem under consideration by constructing a deci-
sion tree consisting of the alternative actions and their essociated
outcomes. Huch of the early psycholdgical research on decision making was
focused on whether human subjects nade vptimal choices when presented with a
structured decision ét&ﬁiem. Réeéntly, there has been a growing interest in
the "predecision" ptocees of problem structuring. This interest is well
justified because if a decision maker fatls to construct a complete decision
tree containing all reasonable actions and their associated outcomes, the
decision analysis may be based on an incomplete model and the decision
maker’s subsequent decision may be suboptimal. In the present
investigation, we examine the predecidion preeess of outcome generation.

We view outcome generatxon as a complex prediction task in which the
decision maker first identifies the causal £actors which may xnfluence the
outcome of the action and then conmstructs 5 mental model to expla;n hovw
these factors will cause a particular outcome to occur in the future. The
importance of mental models (or causal schemata) in Judgment and decision
making tasks was discussed previously by Tversky and Kahneman (1980). The
work of Einhorn and Hogarth (1982) and Mackie (1974) is particularly
relevant to the present inVestigation; they have discussed the concept of
-tk differences in the causal field, dxfferences whxch are those causes on which
s the decision makers” mental model is based. In the present investigation,
we demonstrate that the decision maker’s initial schemata affects which
factors (or causes) they will subsequently identify as differences in their
ﬁ; ‘ causal fields, ' .

- Previous investigators have demonstrated that identifying the potential
causes of a future event increases subjective likelihood estimates of that
event actually occutifng, For example, Ross, Lepper, Strack, & Steinmetz
(1977) gave subjects a clinical case history which contained background
information for a clinical patient and asked the subjects to explain some

critical event in the patient’s latter life (e.g., committing suicide,
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joining the peace corps). After subjects had provided a causal explanation

:j: of the critical event, they vere told that the event was purely
;i% hypothetical. In a subsequent task in which the subjects were asked to rate
. the likelihood of a number of possible events in the latter life of the
AN patient, subjects rated the "critical event" they had previously explained
f;j as being more probable than did subjects who had explained an alternative
?E event or control subjects who had not explained any of the events., This
s finding has been called the "perseverance effect.” We believe the
- perseverance effect is a result of the subject’s formulation of an initial
,ﬁ causal schema which specifies cause and effect relationships between the
}if important factors involved in predicting the occurrence of the outcome. In
- order to explain why an outcome might occur, the subject must integrate the
< relevant information that is available to them into a coherent causal model
5;; or schema. Once this schema has been formed, it biases the subjects’
Si subsequent judgments.
':: The subjects in the Ross et al. (1977) study were explicitly
'23 instructed to explain why a particular outcome might occur. Carroll (1978)
i;f investigated whether the explicit explanation of the relationship between
t;: the cause and effect is a neceésary condition for the perseverance effect,
i" Carroll’s subjects were asked to imagine an outcome for a future event and
; were subsequently asked to make predictions about the event. Half of the
i; subjects were also asked to explain the outcome. In accord with the per-
o severance effect, imagining a particular outcome increased expectations for
) that outcome. No additional effect on expectations was found for the sub-
:: jects who were also instructed to explain the imagined event.
fﬁ It appears that once subjects have either explained (or simply
{{ imagined) a future event, their subsequent expectations about the likelihood
f”i of the event’s occurrence ié biased. These results are very relevant to the
;: study of the outcome generation process. Although the judgment biases demon-
i: strated by the subjects in the Ross et al. (1977) and Carroll (1978) studies
~E§ were "artificially" introduced by requiring subjects to explain or imagine
';7 an initial outcome before making their own likelihood estimates, a similar
X situation occurs when a person is faced with a real-life decision problem.
“2; However, in the latter case, the decision waker’s generation of an initial
Eﬁ outcome is influenced by his/her prior beliefs and expectations. Ve propose
- that after a decision maker has generated one possible outcome scenario, his
'i“: or her subseqnent outcome generation behavior may be biased because the
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generation of the initial outcome scenario necessitates the construction of
a causal schema. Once decision makers have identified differences in the .
causal field and formulated.this initial causal schema, it "drives" their
subsequent cognitive processing by making other alternative scenarios less
accessible. S

For example, consider an entrepreneur predicting the financial success
or failure (i.e., the outcome) of opening a new restaurant in town (i.e., an
action). This decision maker approaches the prediction task with prior
expectations about the future of the restaurant; for example, he or she
might believe that all it takes to have a successful restaurant is good
food. Uhen asked to generate the various outcomes, which might result from
opening the new restaurant, this decision maker might initially generate the
following outcome scenario: "I hire the best chef in town who makes great
food which causes my restaurant to be an enormous success.”

In order 'to ‘construct an initial outcome scenario, the decision maker
has to identify the relevant factor or factors which are most likely to.
affect the outcome of taking a particular action. Some of the relevant.
factors may be under the decision maker”s. control; others may be "uncon-
trollable" states of nature. In order to make an accurate prediction about
the future, a decision maker should consider all the relevant causal
factors. However, once a decision maker has constructed a causal schema
which focuses on one particular set of causal factors, he or she may fail to
construct altermative outcome scenarios which include other important
factors.

Consider once again the decision maker who is generating the alter-
native outcomes which might result from opening a new restaurant. If he or
she is firmly convinced that the quality of the food is the only relevant
factor pertaining to the restaurant’s future success; then he or she may
fail to generate scenarios which include other relevant factors, such as the
managerial ability of the prospective manager, or the location of the res-
taurant. For example, the following scenarios may be neglected: "I hire the
best chef in town, but the restaurant is located in such an out-of-the-vay
spot that it fails to attract wany customers;" or "I hire the best chef in
town, but since I have no ‘prior experience managing a restaurant, we end up
going out of business in less than a year." In sum, we are suggesting that

decision makers” prior beliefs and expectations will influence which factors
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= they consider to be causes and which factors they considexr to be differences
- in the causal field (cf. Einhorn and Hogarth, 1982),

The decision maker”s prior beliefs and expectations may also predispose

‘v

them to generate either positive or negative outcomes for an action. In our
example, the decision maker may firmly believe the restaurant will be a

y st
WA h

financial success, and therefore he or she may fail to generate outcome

b

scenarios in which the restaurant is a financial failure. Alternatively, it
is possible that the decision maker will generate failure outcomes, but
assign these outcomes unrealistically low probabilities of occurrence.

. In the present study we manipulated the "prior beliefs" of our subjects
- by requiring them to explain one particular outcome before gemerating alter-

native outcomes. When we asked our subjects to explain one particular

j outcome, we were encouraging them to construct a particular causal schema
' which would integrate the available information into a set of cause/effect
I relationships. The research of Ross and Lepper and their colleagues
= suggests that belief perseverance occurs when subjects base judgments on
"‘ their own beliefs (Lord, Lepper, & Ross, 1979) or on beliefs instantiated by
\ the experimenter (Ross et al., 1977). Carrol (1978) has shown that
‘:: imagining a3 causal scenario gives rise to similar results to that of a
‘, formal explanation. Although the causal schema instantiated by our labor-
3'_ atory manipulation is probably not as well developed as a causal schema
'; based on the real~life decision maker’s own beliefs, we predicted that the
L ? initial explamation made by our subjects would interfere with their ability
to generate alternative outcome scenarios.
,\ EXPERIMENT 1
> | Method
% Probles.
; The problem used in the present study dealt with a decision made by a
‘I:: young man, named Brad Simmons, to manage a Ford car dealership, called
: Simmons Ford, in a small town in Missouri., The text describing the dealer-
;’ ship included information about Brad”s educational background, the local
: econnmy, the previous success of the dealership, and the current diffi-
-, culties faced by the American auto industry, The text was modified several
:' times based on the responses of pilot subjects. We tried to include enough
‘ information in the text to make the problem meaningful to our subjects; yet
o2 at the gsame time, we wanted the information presentéd to be somewhat ambi-
f_-: 4
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j:.-.j .8wous 8o that subjects with different schemas might impose different

b\ . .

o interpretations on the same data. The complete text for the problem is in

';'_- Appendix A. ,

- Desm ) .. :1 ‘. .

- Two different causes (the person or the state of the economy) were

:I:::f crossed with two different.outcomes (financial success or bankruptcy) in a 2

Ca X 2 factorial design. Subjects -initially explained one of the following four
outcomes: - PR o ,

N 1) Subjects in the Person-Success condition explained why the

Zoun5 man would cause the dealership to be a financial success

‘\.: Y 1 850 . . . i e

o 2) Subjects in the Person-Failure condition explained why the

L) young man would cause the dealership to be bankrupt by 1985.

- 3) Subjetts in the Economy-Success condition explained why the

state of the ecgnomg would: cause the dealership to be a finan-

o cial success by 1965, ‘

s 4) Subjects in the tconomy-Failure condition explained why th

_ gtatigaosf the economy wgu_ld,-cause the.dealershig to bee |b‘gn rupg

(A y .

o Ta addition to the four experimental conditions, a control condition was "

‘included in which subjects were asked to explain their own prediction about
the future of the car dealership. : l

RORLs

‘{:C Subjects.
i"' Subjects were 142 male and female introductory psychology students who W
: received course credit for participating in the experiment. Subjects were
- randomly assigned to the different conditions. There were 26 subjects in
f:'_:f each of the four experimental conditions and 42 subjects in the control

' condition. : '
Procedure.

::.;:j Subjects were run in small groups of two to five students. All subjects
- within a group received the same experimental manipulation. The experi-
. mental manipulation was imposed at the beginning of the experimental
;j:: session. Subjects were given written instructions telling them to use the
:E.':j ' material presented in the description of Simmone Ford (the text shown in
Appendix A) to support a detailed and persuasive explanation of one of the
. four outcomes described above. Subjects were'allowed to spend up to 15
minutes on their explanation. tioat subjects finished before the 15 minutes
.. - were over. The.written explanations were collected from the subjects, but
" they were told to keep the description of Simmons Ford in case they wanted
.. to refer to it during the remainder of the experiment,

:E: .
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Subjects were them given a test booklet which contained several tasks.
On the first page of the booklet, they were told that
be o fv_e actually have no wa¥ of knowing whether Simmons Ford will
R R R R
consider one possible outcome in detail before you make your own
predictions. ‘
On the same page, they were asked to indicate their own prediction regarding
the financial future of Simmons Ford by circling a number on a 14 point
scale. The lowest point on the scale (1) was labeled "Simmons Ford will
definitely declare bankruptcy by 1985" and the highest point on the scale
(14) was labeled "Simmons Ford will definitely be a financial success by
1985."

On the next page of the booklet, the concept of a causal scenario was
defined as follows: "A causal scenario describes how a set of factors or
events will cause a particular outcome to occur." Subjects were given an
exsmple which involved predicting a student”s success or failure on a future
chemistry exam. Several factors which might affect the student”s performance
were identified (e.g., how hard they studied). The factors vere then com-
bined into two different causal scenarios. One of thé scenarios described a
successful outcome, whereas the other scenario described a failure outcome.

Subjects were next asked to identify the facters which they thought
vould be important in determining the financial future of Simmons Ford.
Subjects then constructed causal scenarios describing how the various fac-
tors may combine to determine the financial future of Simmwons Ford. They
were told that each of the scenarios they constructed should end by stating
the degree to which Simmons Ford will be a financial success or failure in
1985. They were asked to construct as many scenarios as they could think of,
but to construct at least five different scenarios. Next, subjects rated the
relative likelihood of the various scemarios they had comnstructed by
assigning a number from 1 (least likely to occur) to 14 (most likely to
occur) to each scenario.

At this point the booklet of scenarios was collected and subjects were
given two additional tasks to complete. They were asked to assign importance
weights to a list of 15 factors which might affect the potential success or

failure of Simmons Ford. The list of 15 factors was compiled from pilot

data. The factors were rated on a 7 point scale where 1 was labeled "Not a
factor," 3 was labeled "A minor factor," 5 was labeled "A major factor,” and

7 was labeled “An extremely critical factor."




In the final task, subjects made predictions about how the various

factors would turn out "in the future." They had to choose between two
contradictory statements and then rate their confidence in their judgment on
a 7 point scale. For example, they had to choose between "Ford’s new cazs
will have quality workmanship" and "Ford”s new cars will not have quality
vorkmanship" by placing an X next to the statement which they thought was
true. They then circled a number on a confidence scale where 1 was labeled
"not at all confident" and 7 was labeled "very confident."

Control comditiom. The procedure for the control condition was very
similar to that for the experimental conditions except that the subjects in
the control condition were not asked to explain any particular outcome.
Whereas subjects in the experimental conditions were told what outcome they
vere supposed to explain (e.g., Personal Success) and en allowed to read
the text describing Simmons Ford, subjects in the ¢ :rol condition were
simply asked to read the text. After the control : »jects had finished
reading the text, they vere given a page with a disc . <r similar to the
one given the experimental subjects. The control cond. .on was told ", . .
that we actually have no way of knowing what will happen to Simmons Ford in
the future." They were then asked to make their own prediction about the
financial future of Simmons Ford on the same 14 point scale used by the
experimental subjects where 1 wvas labeled "Simmons Ford will definitely
declare bankruptcy by 1985" and 14 was labeled "Simmons Ford will definitely
be a financial success by 1985."

The control subjects were then asked to give a brief explanation of
their prediction. "Explain why you made the prediction above. That is, what
will cause your prediction to come true?". These explanations were collected
before continuing with the remainder of the experiment which was identical

to that described above for the experimental conditioms.

Results and Discussion
Success/failure rsting. The results of the subjects” own predictions
about the success or failure of the car dealership reflect a significant
perseverance effect, thus replicating the results of Ross et al. (1977).
These results are shown in Table 1. An ANOVA indicated that there is a
reliable main effect of the outcome specified, F(1,100)=16.38, NS =7.6,
p<.0001., Subjects who had initially explained a success outcome subsequently

indicated the car dealership was more likely to be successful than subjects




who initially explained a failure outcome. The mean rating méde by subjects
in the control group was 8.2 When this value is cdmpared to the means pre-
sented in Table 1, it suggests that requiring subjects to expléin a failure
outcome lowered their subsequent prediction of the success of the car
dealership, but that requiring subjects to explain a succes; outcome did not

have much effect on their subsequent prediction.

Table 1

lieans ratings for subjects’s own predictions aboyt th
success oOr fax%ure of thé car dealerghgp from Expergment f.

OUTCOME SPECIFLED

Success Failure
ATTRIBUTION Person 7.5 5.8
OF CAUSALITY
Economy 8.6 5.9
Mean 8.1 5.9

Factor listing task. After subjects made their own predictions about
the success of the car dealership, they were asked to list the causal
factors that they thought would be important in determining the financial
future of the car dealership and to incorporate these factors into at least
five different outcome scenarios. We predicted that if subjects had ini-
;ially explained why one factor (i.e., either the person or the economy)

would determine the future success or failure of the car dealership, then

‘that factor (or similar factors) would be more likely to appear in their

factor lists and in the outcome scenarios that they generated.

Two independent raters classified the factors mentioned in the sub-
jects” factor lists int6 the three factor categories showa in Table 2. The
percentage of agreement betveen ﬁhe raters was 98 per cent. The person
category in Table 2 inéigdes any factor pertaining to the young man men-
tioned in the text (e.g"‘his ability, his motivation, etc.). The economy

category includes any factor pertaining to the economy (e.g., inflation,
unemployment, etc.). The product category includes factors pertaining to the

product itself (e.g., quality of nes cars, import taxes on foéreign cars,
etc.). ‘

A 2 X 2 (Cause by Outcome) HANOVA, using the three categories of
factors as the dependent variables, indicated there is a reliable main
effect of Cause, F(3,98)=6.71, p<.001, and a reliable interaction of Cause
and Outcome, F(3,98)=3.24, p<.03. Individual ANOVAs indicated the inter-




Ty,

) action is only significant for the product category, ¥(1,100)=13.7, M5, =1.5,

I I I O
PP

p<.001. Economy-Success subjects listed more product factors than
Economy-Failure subjects, but Person-Failure subjects listed more product
: factors than Person-Sutcess subjects. The individual ANOVAs indicated that
‘? there are significant main effects due to Cause for the person and economy
; categories, As predicted, subjects in the Person conditions listed more
i person factors than subjects in the.Economy condigions, F(1,100)=4.3,
- MS =1.1, p<.04; whereas, subjects in the Economy conditions listed more
ji economy factors than subjects in the Person conditions, F(1,100)=18.2,
o MS,=1.0, p<.001. R
Table 2
D The average number of factogs in each category generated
- by subjects for the factor listing task from Experiment 1.
b FACTOR CATEGORY
o Person . Economy . Product
'%: Person-Success 1.5 1.3 1.3
:; Person-Failure 1.4 .8 1.7
- Person Conditions 1.4 1.0 1.5
{
. Economy-Success el 1.6 .
:fi Economy-Failure 1.1 . 1.7
- Economy Conditions "9 1.7 1.7

S control condition. These resuylts suggest that an initial explanation of an
;2 outcome does influence which differences in the causal field are identified
&;, as relevant.
jff Surprisingly, subjects in the Person conditions did not list more
! Person factors than subjects in the control condition. This may reflect a
éi judgmental bias similar to the "fundamental attribution error" (c.f. Ross
Zﬁi and Anderson, 1982) reported in the social psycholugy literature. The fund-
X amental attribution error refers to subjects” propemsity to see the behavior
of an individual as reflecting a dispositional quality of the individual
~ ?
e e e N e e e L e e ciind

The data presented in the first row in Table 2 indicate that subjects
in the control group were more likely to list person and product factors
than economic factors. Subjects in the Economy conditions listed more

economy factors and fever person factors as compared to subjects in the




instead of the envirqnmental context in which the behavior occurred. People
seem to be predisposed to attribute causality to people rather than to the
environment, and thus t. . control subjects performance is actually quite
similar to the performance of subjects explicitly told to create an initial
outcome based on person factors.

Scenario generation task. Table 3 presents the data for the scenario
generation task. Each scenario generated by each subject was coded in terms
of whether or not a particular type of factor (e.g., person factors) vas

Table 3

Hean percentage of scenarios in which a particular factor
category was mentioned for the scenario gemeration task from Experiment 1.

FACTOR CATEGORY

CONDITION Person Econgny Product
Control 58.2 36.2 52.1
Person-success 42.3 32.7 35.4
Person-failure 48.8 38.5 44,2
Person Conditions Zgj; ;;t; ;;:5
Economy-success 33.1 56.2 63.8
Economy-failure 31.2 52,5 43.5
Economy Conditions EETI ;STE 357;

mentioned in it. The percent of scenarios in which each type of factor was
mentioned was calculated for each subject. For example, if a subject had
mentioned the economy in three of the five scenarios he or she had
generated, then the subject would receive a percent score of .6 for the
Economy factor for this analysis because he or she had mentioned the economy
in 3 out of 5 scenarios (or 60% of the scenarios) he or she had generated.
Similarly, if the subject had also mentioned the product in four of the
scenarios and mentioned the person.in two of the scenarios, then he or she
would also receive a percent score of .8 (4/5) for the Product factor and .4
(2/5) for the Person factor for this analysis. Two independent raters had to
agree that a particular type of factor was mentioned in a scenario for it to
be included in this analysis.

These data show a pattern which is very similar to the data from the
factor listing task presented in Table 2. A MANOVA, using the three factor
categories as the dependent variables, indicated there is a reliable main
effect of Cause, F(3,98)=5,25, p<.002, Individual ANOVAs indicated that

subjects in the Person conditions mentioned person factors in more of the

10
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scenarios they generated as compared to the subjects in the Economy con-
ditions, F(1,100)=4,39, MS_ =.11, p<.04); vhereas, subjects in the Economy
conditions mentioned economy factors [F(1, 100)=7 92, MS =.11, p<.01] and
product factors [F(1,100)=5.14, M$ -.10, p<.03] in more of the scenarios
they generated as compared to the’ subJects in the Person conditions.

Likelihcod estimation task. ‘The outcome scenarios subJects generated
were also coded in terms of ‘the outcome specxf:.ed. Two mdependent raters
read each alternative scenario generated by the subjects and rated the
outcome specified in each scepario on a 5-point scale where +2 indicated
t_het a definite success had been specified and -2 indicated that a definite
failure had been specified. A mean success/failure rating was computed for
each subject by averaging the ratings for glli of the scenarios generated by
that subject. This measure should reflect the degree to which the initial
explanation of a suecess or- failure outcome perseveres during the scenario
generation t_aek. The mean success/failure ratings.for all conditions were
very close to zero. This indicates.that most subjects generated approxi-
mately equal numbers of success and failure outcomes. ' °

Actually, the fact that subjects in all the conditions generated both
success and failure scenarios is not surprising ,&ivep the demand
characteristics oé the scenario gen’eratidn task;'ﬂoue\;e‘t, it seems quite
plausible that subjects who i.hi.t"‘iﬂally explained a success outcome may subse-
quently rate the likeliliood of their ‘success scenarios as being greater than
the likelihood of their failure scenarios, whereas subjeete who initially
explained a failure outcome may subsequently rate the likelihood of their
failure scenan.os as bexng greater than the lxkehhood of their success
scenarios. Therefore, we did another analysxs in whxch we weighted each
outcome generated by each sgb;ect with the likelihood estimate that subject
had made for that scenario. Hovever, this analysis also indicated that there
were no signifieant differences between the conditions (F<l). This suggests
that although a success/failure bias was present in the subjects” first
judgment ' concerning the future success of ‘the'dealetahii, subjects were able
to generate alternative scenarios whiéh described both success and failure
outcomes, Furthermore; subjects’ Iikelihood estimates ‘for the alternative
scenarios does not appear ‘to be affected by their i'nit'iel explanation. This
result is similar to results reported by Pennington ('i981). He found that
subjects asked to generate their own’ outcomes ' showed "little or no biases"
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in probability estimates of outcomes in an experiment comparing hindsight
with foresight.

The final two tasks included in the study asked subjects to assign
importance weights to 15 factors and to make ptédictions about howv these
would turn out in the future. We included these tasks to see if subjects’
initial causal schema instantiated vhen'they made their first explanation

would affect judgments made after they had generated alternative outcome
scenarios.

Factor weighting task. For the factor weighting task, we computed
average importance weights for each of the three categories of factors for
each subject. For example, the combined person factor includes subjects’s
weights for factors such as "Brad”s willingness to work hard," and "Brad's
educational background;" The combined economy factor includes subjects’
weights for factors such as "The rate of inflation" and "The unemployment
rate in Greenwood;" and the combined product factor imcludes subjects’
weights for factors such as "Import quotas on foreign-made cars,” and
“"Competitiveness of Ford”s new cars with foreign cars."

Table 4

Average weights for each category of factors
for the importance weighting task from Experiment l.

FACTOR CATEGORY

Person Economy Product
CONDITIOR

Countrol 4.8 4.7 5.1
Person-success 4.8 5.2 5.1
Person~failure 4.8 4.7 5.1
Person conditions .2:3- -Z:;- -;:I-
Economy-success 4.5 3.3 5.5
Economy~failure 4.6 5.6 5.4
Economy conditions .Z:;- -gjg_ -;:;-

Ue had predicted that subjects in the Person conditions might subse-
quently weight the person factors more heavily than subjects in the Economy
conditions, and that subjects in the Economy conditions might subsequently
weight the economy factors more heavily than the person factors. The results
from this task, which are shown in Table 4, generally support our predic-
tions. A HANOVA indicated that there is a significant main effect of Cause,

F(3,98)=4.39, p<.0l, and a significant interaction of Cause and Outcome,

12
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F(3,98)=3.82, p<.01. Individual ANOVAs indicated the interaction is omly
significant for the economy category, F(1,100)=6.51, M8, =.76, p<.0l; and
that there is a significant main effect of Cause for the economy éategory
(¥(1,100)=10.39, MS_=.76, p<.002] and the product category {F(1,100)=5.58,
NS =.61, p<.02]. As we predicted, subjects in the Economy conditions
weighted the economy factors more heavily ihﬁn the subjects'in the Person
conditions. In fact, they also weighted the proddct factors more heavily
than subjects in the Person conditicens. Although the mean factor weights
for the person category are in the predicted direction (iuh; the subjects
in the Person conditions assigned larger importance weights to the person
factors than subjects in the Economy conditions), this difference was not
statistically significant, F(1,100)=2.37, MS,=.82, p<.13.

The interaction of Cause and Outcome for the economy factor category is
quite interesting. Subjects in Person-Success condition veightéd the econouny
factors more heavily than the subjects in the Pergson-Failure condition;
whereas the subjects in the Economy~-Success condition weighted the economy
factors less heavily than the subjects in the Economy-Failure condition. One
possible intetptétation of this interaction is in terms of the necessity and
sufficiency of the perceived causes. It is possible that subjects in the
Person-Success condition might have thought that positive economic factors
would be necessary for the car dealership to be a success so they weighted
the economic factors relatively heavily; however, the subjects in the
Person-Failure condition might have thought that the péféon alone was a
sufficient cause for the car dealership to be a failure so they did not
weight the economic factors very heavily. Similarly, the Economy-Success
subjects might have thought that the economy was a necessary, but not suf-
ficient, cause for tﬁe dealership to be a success (note that they weight the
product factors quite heavily); but that the Economy-Failure subjects might
have thought that the economy alone was a sufficient cauﬁe for the
dealership to be a finamcial failure so they weighted economic factors more
heavily. Although this interpretation is comsistent with the pattern of
assigned importance weights, other interprétations are also possible.

Prediction task. In the final task, subjects were asked to make pre-
dictions about how the 15 different factors would turn out in the future. Ve
converted subjects” judgments to a Ik-pbiat continuous scale such that ah

high number indicates an optimistic judgment was made about that factor. As

13
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in the Factor weighting task, we computed an average predicion for each

category of factors (i.e., person, economy, and product) for each subject.

v The resuits from this judgment task are shown in Table 5.

o He predicted that subjects who initially explained a success outcome
AN would be more optimistic than subjects who initially explained a failure
E"\: outcome. A MANOVA indicated there are significant main effects of both

Outcome [¥(3,98)= 3.85, p<.01] and Cause [F(3,98)=2.78, p<.05]. Individual
ANOVAs indicated that although the means are in the expected direction for
all three categories of factors, the only statistically significant dif-
ference for the main effect of Outcome is for the person category,
F(1,100)=7.61, MS_=4.4, p<.0l, Subject who had initially explained a success
outcome, subsequently made more optimistic judgments about the person (e.g.,
"He will be willing to work hard.") as compared to subjects who initially

explained a failure outcome.

Table 5

Average predictions made by subjects for each
category of factors from Experiment 1,

FACTOR CATEGORY

Pexson Economy Product
Coggggfrlon 9.9 6.3 8.4
Person-success 9.3 5.4 8.7
Economy-success 9.2 6.4 9.1
Success conditions -;:;- -;:;. -5:5-
Person-failure 7.6 4.8 7.5
Economy~failure 8.7 5.6 8.4
Failure conditions -ETI- _;:2. -ETI-
Person conditions 8.5 5.1 8.0
Economy conditions 9.0 6.0 8.9

We had not expected any differences on this task due to the original
attribution of causality (i.e., the cause factor). Individual ANOVAs indi~
cated that although the means for all three categories of factors are in the
same direction, this effect is only statistj.cally significant for the pro-
duct category, F(1,100)=6.01, MS,=3.7, p<.02. It appears that subjects who
initislly explained why the economy would determine the future of the car

dealership subsequently made more optimistic judgments about the product
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fictors (e.g., “Ford"s new cars wxll have qualxty workmansh:.p.") as compared
to’ wb)ects who initially explamed why tl_\e peraon would detetmxne the

,L.i.

future of the' dealerahxp. . L DR
Summary of Experiment 1
The purpose of Study 1 was to détermime if a decision makers” initial
causal schema would affect their subsequent ability to generate siternative
ogggoﬁe scensrios. In particular, we' were interested in whether subjects”
initisl explanation would determine which factors they .would subdequentiy
identify as causal factors. The results of this.study suggest that after’
"?‘?:iﬁﬁ,t_-' ‘have attributed a specified outcome (i.e.; suceess or failure of
the car dealership) to one pgrticular category of factors:{a persen or ‘the’
economy), their generation of alternative outcome scenarios is bia¥ed in
thft they tend to focus on the same factors which were present in their
iﬁitigl explanation. It appears that these factors become the salient
differences in their causal field and that other potentially importsdnt’
factors are neglected to some extent. e e ,
The nature of the original.outcome. (i.e., success or failure) did not
have a noticeable effect on the number of success. scenarios or their’
auocuted likelihoods. .Although a significant.perseverance effect was
fo\md ior the likelihood estimates which were made immediately following 'the -
sub;ectn uuﬁx_a} explanations, subjects in the different conditions’
gqng:a;ed approximately gqual numbers of -success. and failure outcome:
lcgriagiop. ,l?‘urthemorg,%_, we, foynd no significant differences between the-
con'd_itions for their likelihood estimates of these- acenarios.. This: general
finding is consistent with Penpington”s (1981) research on:outcome
generations in hindsight and foresight judgments. Similarly, Slovic and
Fischoff (1977) have found that asking subjects to generate slternative
scenarios reduces the hindsight bias. ... - ST T
- The factor weighting task and the prediction task, in.which subjects
made p;'edictionl about these factors, indicate that subtle differences
between the conditions are present -even ,aftet the oubjects have genented
many alte:uuvc outcomeé | scen.uo-. Mthough the dmbference betueen the
conditiond are not very large for these taska, it is quxte .urpnn.ng that
any statistically reliable differences are found after subjects have been -
“forced" to consider alternative outcomes. By requiring subjects to grnerate’
alternative outcome scenarios wve \wo;g.,epcoutaging ‘them to formulate alter-
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native schemata for organizing the available information. However, from the
results of the dats obtained in this study, it appears that the initial
schema subjects form affects their subsequent assigoment of importance

weights and their subsequent predictions about future events.

EXPERIMENT 2

Experiment 1 demonstrated that requiring a decision maker to explain
why a particular outcome might occur in the future affected his or her
subsequent predecision behavior. We believe this finding is quite important
because, as noted in the introduction to Experiment 1, "real world"” decision
makers experience a similar situation when they try to think of alternmative
outcomes which might result from a potential action. In Experiment 2, we
attempt to determine why our subjects’ initial explanations had such strong
effects oun their subsequent predecision behavior by exploring two of the
cogunitive mechanisms involved in the explanation task. Before discussing
these particular mechanisms, we will review the explanation task itself.

Subjects were given a case description of the decision problem which
contained various types of information about the car dealership and the
young man vho may decide to manage the dealership. The text included
information about the young man’s education, the local economy, the plight
of the U.S. car industry, etc. (See Appendix A for a copy of the complete
text). In the case description, we tried to present the important facts
relevant to the success of the car dealership, but not make any inferences
about the facts we presented. In fact, we tried to make these facts somewhat
ambiguous so vhen subjects in the different conditions were constructing
their initial explanations they might make different inferences from the
ssme informatiom.

Examination of the subjects” initial explanations in Experiment 1
indicated that subjects in the different conditions did make different

interpretations of the data. For example, the young man’s success in college

vas summarized in the text as follows:
“. .. Brad had tried several different majors. He wa% getting D’s
in computer science so he changed into acdcounting where he made
mostly C’s. Brad eventually decided to major in marketing because
he found his marketing courses to be intéresting and he was able
to wake better grades than before."

A subject in the Person-Success condition used this information in their
explanation in the following manner:

“Brad is not a quitter and he proved that in his early col-
lege years. After failing in different majors he kept going on
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strong until he graduated from college." ,
In contrast, a subject in the Person-Faxlure condition used the same 1nfor-
mation to make the oppoaxte argument-

"Brad seems to look for the easy vay out of things. He
couldn’t do satisfactorily vith his ,compater sclence or accounting
wajors~—so he tried matketxng o« o o

Although we found thxs aspect of the data collected in Experzment 1 to be
very interesting, wve were unable to develop a relxable coding system vhich
captured the different 1nferences subjects made due to the ambiguity of
their responses. » . ,

~ An inferemce -echanitn. It is poésible that the initial inferences the
subjects draw from the information presented xn the text may influence their
subsequent predec;sxon behavior. After subJects have interpreted the infor-
mation presented to be comsistent with their 1n1;1&1 explenatxpn, they may
find it difficult to feinéerbret the information in an objeceiee manner. For
example, once thiey have inferred that the young man 18 a "goof-off" in order
to support a "Person~-Failure explanation", it may be difficult for the
subject to consider the possibility that the young man is actually a hard
worker. Thus, the reason subjects” initial explanations have such powerful
effects on their subsequent predecision behavior may be that subjects make
inferences about the case based on the information presented in the text and
then, once these inferences have been incorporated into their causal
schemata, it is very difficult for them to reinterpret the information in an
unbiased mauner,

A selective encoding mechenism. There is another cognitivé mechanism
which might also explain the performance differemces found in Experiment 1.
It is possible that when subjects in the different conditions were told to
explain different outcomes for the dealership, they selectively encoded
different inforwation from the text. For example, subjects who were asked to
explain why the young man would cause the car dealership to succeed may have
encoded the fact that he majored in business administration in college, but
failed to encode the fact that he had gotten D's in computer science or that
the local Chrysler dealership went bankrupt last year.

If subjects only encoded the information they thought was relevant to
the initial outcome they were asked to explain, then this should bias their
subsequent, predecision behavior. For example, when the subjects in the
Person conditions were trying to think of alternative outcomes, they might
not have remembered the information presented about the local economy and so

17




- - W W T v w T e e T *. T "
J’_.I'_.l_ IA..-Y.‘I..I:.I'. I-"‘.._.~-.- P L e ®

ad . L L - A .
QI WA AL et SIS SRS

did not include economy factors in their outcome scenarios. Although the
subjects in Experiment 1 were allowed to refer back to the case description
throughout the experiment, the experimenter noted that most subjects did not
refer back to the text after they had completed their initial explanation.
Experiment 2 attempts to determine whether the effects demonstrated in
Experiment 1 were due to inference or encoding biases by examining both the
inferences subjects make after explaining a specified outcome and their
memory for the original text. As in Exp:riment 1, subjects were told to
explain a specified outcome before they made their own prediction about the
future of the car dealership. After they had made their own prediction, they
indicated the degree to which they agreed or disagreed with 20 inferences
which could be drawn from the case description. Then they were given a
surprise recall test in which they were asked to recall the facts presented
in the case description. Ue predicted that subjects” original explanations

would affect their subsequent performance on these tasks.

Method

Problem

Experiment 2 used the same decision problem as was used in Experiment 1
which iavolved a young man’s decision to manage a car dealership.
Design

As in Experiment 1, two different causes (the person or the state of
the economy) were crossed with two different outcomes (finmancial success or
bankruptcy) in a 2 X 2 factorial design. A control group was also included
in which subjects were asked to explain their own prediction about the
future of the car dealership.
Subjects

Subjects were 120 male and female introductory psychology students who
received course credit for participating in the experiment.
Procedure

As in Experiment 1, the experimental manipulation was imposed at the
beginning of the experimental session. Subjects in each of the experimental
conditions were given the text describing the case and were asked to explain
why one particular outcome would occur in the future. Subjects were given
15 minutes to complete their explanation. After subjects had completed their

explanations, the experimenter collected both the explanation and the text

describing the case. Next, subjects were given a sheet of paper with the
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same d1sc1a1mer used in Experunent 1 (", . . ve actually have no way of
knowing . . . [the futurel. .. "). In Experiment 2, the experimenter read
this disclaimer out loud to the subjects to insure they understood that we
were now interested in their own prediétions. The experimenter also sug-
gested to the subJects that they should “take a few minutes and think about
the case before making their prediction.” A lé4-point success/failure
response _scale appeared on the same gheet as the disclaiuer. This scale was
identical to the scale used in Experiment 1 which asked subjects to indicate
their own prediction about the financial fut.ut_erof Simmons Ford. Thus, up to
this point, the procedure for Experiment 2 essentially replicates Experiment
1. The only differences were that in Experiment 2, after the subjects” had

completed their initial explanstions, the experimenter emphasized that we

were interested in the subjects” own opinions; and that subjects turned in

both their explanations and the case description, whereas in Experiment 1
subjects were alloved to keepvthe case description during the entire
experiment.

After subjects had made their own prediction about the success or
failure of the car dealership, they were given a list of 20 inference
statements. They were asked to read each infereuce statement very carefully
before indicating the degree to which they agreed or disagreed with each
statement by selecting a'number on a 10 point scale where 1 was labeled
“"strongly disagree" and 10 was labeled "strongly agree." Each of the 20
statements was a possible infererce which could be drawn from the facts
presented in the case description, The 20 inferences included in the list
were selected from the different inferences subjects in Experiment 1 had
made in their initial explanations. For example, the list included state-
ments such as "Brad is too young and inexperienced to be a gdod manager of
Simmons Ford."

After the "inference task" data had been collected, subjects were given
a surprise recall test. They were given a copy of the case description of
the car dealership which had 38 different words or phrases missing through
out the text. For example, the first line of the text read "Brad Simmons
graduated from college in ' Subjects were iastructed to fill in the
blanks with the correct words; they were also told that the length of the
blank roughly corresponded to the number of words that vere missing.

Subjects were encouraged to guess if they were unsure of the exact wording.
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Control condition.

The procedure for the control subjects was very similar to that des-
cribed above for the subjects in the experimental groups. However, instecad
of being told to explain a specified outcome, control subjects were told to
read the case description and then explain their own prediction about the
future of the car dealership. In Experiment 1, the control subjects had
simply been asked for "a brief explanation” of their prediction., In Experi-
ment 2, the control subjects” instructions were very similar to the experi-
mental subjects instructions in that they were told to spend 15 ninutes

writing a persuasive paragraph to support their prediction.

Results and Discussion

Success/failure rating. The results of the subjects” own predictions
about the success or failure of the car dealership reflect a significant
perseverance effect again replicating the results of Experiment 1 and other
previous research (e.g., Ross et al., 1977). These results are shown in
Table 6. An ANOVA indicated there is a significant main effect of the
outcome specified, F=28.49, MS_ =6.7, p<.0001. As in Experiment 1, subjects
who had initially explained a success outcome tended to make more optimistic
predictions about the future of the car dealership than subjects who had
initially explained a failure outcome.

The mean success/failure prediction for subjects in the control group
was 6.3 for Experiment 2., The reader may recall that the mean
success/failure prediction for subjects in the control group in Experiment 1
wvas 8.2, Thus, on the average, subjects in the control group in Experiment 2
made more pessimistic predictions than subjects in the control group in
Experiment 1. This difference probably reflects the changes in the state of
the economy in Oklashoma which occurred between the time the data was col-
lected for the first experiment (Spring semester, 1982) and the time the
data was collected for the second experiment (Spring semester, 1983),
During this time, the bottom fell out of the domestic oil industry, one of
the major industries in the state, and by the spring of 1983 Oklahoma was

experiencing an economic recession.
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~ Table 7

:1} lean responses to inference task from Experiment 2.
) Statement Control Success Failure
1) Brad has a strong sense of responsibility. 6.0 6.7 5.4 %

- 2) The rate of unemployment in Greenwood will

. probably increase during the next few years. 5.7 5.4 6.3

YL

s 3) Brad is too young and inexperienced to be a *ie
good manager of Simmons Ford. 4.8 3.8 5.7

4) Greenwood is a good location for a Ford o

. dealership. 5.3 6.7 5.3
o 5) The U. S. government will srobably impose
o~ some type of trade restrictions on the

~Y importation of foreign cars. 7.0 6.6 6.2

- 6) Brad grobably knows a lot about Sinmons
¢ Ford because his dad managed the dealership i
- ever since Brad was born. 5.8 7.2 5.1
o 7) Simmons Ford is a well established *
= ‘business in Greenwood, 8.0 8.5 7.7

i: 8) Brad looks for the easiest way to get by. 5.7 4.5 6.5 **
T 9) Simmons Ford will soom have a monopoly on "
N U.S. car sales in Greenwood. 4.0 5.0 3.8

- 10) Brad is smbitious. 5.3 6.4 4.6 ™
4i: 11) The U,S. auto indqstr¥ will never be e
b - able to compete with Ioreign auto makers. 4.5 3.7 4.9
( 12) Brad”s college education suggests that he

. is well Bregared to be the manager of v
. Simmons Ford. 4.9 6.5 4,3
o 13) Greenwood’s economy appears to be
g "recession proof."y PP 2.9 4.1 3.5

' 14) Brad is the type of person who doesn’t %
i give up untilyge succeeds. 3.9 5.4 3.7

- 15) Simmons Ford”s past success vas primarily

) due to Tom Simmons” "workaholic" B

) personality. A Py 6.9 7.7
- 16) Brad will never be happy working at ok

- Simmons Ford. y 6.6 4.8 7.1
L-. 17) The people in Greenwood will prefer "ok
- Amergcag-made cars over forexgn cars. 5.3 5.8 4.8
tf 18) Brad is the type of person who is villing }
AN t: make peraoxgl sacgifices for others. 6.3 6.7 5.6
.- 19) Tge f%nanciglcgiffifuétgeslof ghe local .
Chrysler an evrolet dealerships suggests

AR th:¥ Simmons Ford will soon be bgnkrug%. 4.9 4.8 5.5
‘ ‘\ *
‘:j 20) Brad is lazy. ' 4.1 3.7 4.7

"

N
. * p<,.05

| ** p<,01
.-
-




.;, Table 6

. lieans ratings for subjects’s own predictions about the
A success oOr faxiure of the car dealership from Experiment 2,

OUTCOHE SPECIFIED

Success Failure

i;i .. ATTRIBUTION Person 7.8 5.6
[ OF CAUSALITY

L ) Econouny 9.2 5.7

liean -ET;. -;:;-
Another possible explanation of the differences between the control
e groups in the two experiments concerns the  small change made in the

;: ptoéedute. Whereas subjects in the control condition of the first experiment
L were asked to briefly explain their own prediction about the case. subiects
;ii 1n the control condition of the second experiment were told to write a
;:: persuasxve paragraph to support their prediction. Although this could pos~
sibly account for the observed differences, it is not at all clear why it
would cause subjects in Experiment 2 to become more pessimistic.

- . Inference task. Subjects” responses to the inference task were
;S analyzed usxng a 2 X 2 MANOVA with Cause (Person or Economy) and Qutcome
o (Success or Failure) as independent variables, and the 20 statements as
dependent variables. This analysis indicated that there was a significant
jg main effect: of Outcome, F(20,73)=4.42, p<.000l. There was no significant
f:' main effect of Cause, nor vas the Cause X Outcome interaction significant.
- The mean responses for the inference task are shown in Table 7. The
data have been collapsed across the Cause factor; thus the means in the
sﬁ Success column represent the :-data’ for both the Person-Success and
‘ Economy-Success conditioﬁs. and the means in the Failure column represent
- the data for both the Person-Failure and Economy~Failure conditions. The
. data from the control condition are also included in Table 7. Larger numbers
- indicate that on the average the subjécts’iﬁ that condition tended to agree
vith that statement. et , .

o Examination of these data indicate that subjects in the Success
e conditions tended to agree with’ statements that reflect positive inferences
- which could be drawn from the data presented in the case description,

j: whereas subjects in the Failure conditions tend to agree with statements

that reflect negative inferences. For example, Success subjects are more

likely to agree with the positive inference that "Brad has a strong sense of
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responsibility” as compared to Failure subjects; whereas Failure subjects
are more likely to agree wifh the neg#tiye inference “Brad looks for the
easiest way to get by" as combérgd to Sucéess,subjects.Individugl AROVAs
were conducted on each of‘fhe 20 ététemenis. The results of thése analyses
are summarized in Table 7. There vére significant mwain effects of the
Outcome specified in the subjecfé’ initial explanﬁtion (Success versus
Failure) for 16 of the 20 statements. -

The results of the inference task indicate that once subjects have
explained a successful prediction, they subsequently have a strong tendency
to agree with positive inferences about factors related to the initial
prediction. Similarly, once subjects have explained a failure prediction,
they subsequently have a strong tendency to agree with negative inferences.
This result is not affected by the type of factor (Person or Economy) to
which subjects attributed the initial outcome. That is, it does not matter
whether subjects initially attributed the success of the car dealership to
the person or the economy, they will subsequently agree with more positive
inferences about both the person and the economy as cbmpared to subjects who
initially explained a failure outcome. Tﬁeée data suggest that having
subjects explain one particular outcome affects the kind of inferences they
will make from.the original information they were presented.

Recall task. The data from the surprise recall test was examined to
determine if subjects in the different conditions had differential recall of
the information presented in the case description. Each subjects’ protocol
was scored in terms of both a strict criterion (exact recall) and a more
lenient criterion (partial recall). In order to receive credit for the exact
recall measure, the subject had to fill in the blank with the exact words
which vere missing. For the partial recall measure, the subject received
credit for filling in the blank with either the exact wording or wording
which presér&ed the méaning of the original text. For examnple, for the
partial recall measure, the subjéét’s protoéol vas écoreq as being correct
if the missing words were "slightly.belov" and the subject had written
"below"” or "a little below," howéQer, his or her protocol was scored as
incorrect if he or she had written “above.”

The two memory scores for each subject were analyzed in a 2 X 2 HAUOVA
with Cause (Economy or Person) and Outcome (Success or Failure) as the
independent variables. This analysis indicated there was a reliable main

effect of Outcome, f(2,910)=4.52,p<.01;but no main effect of Cause nor an
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interaction between Cause and Outcome. Individual ANOVAs indicated that

subjects in the Success conditions had better recall for both the exact,
¥(1,92)=8.92, MS_=18.3, p<.004, and partial recall measures, F(1,92)=4.94,
use=24.1. p<.03, than subjects in the Failure conditions. The average per-
cent correct recall scores for the Success, Failure and comntrol conditions

are shown in the rows labeled "Entire Text" in Table 8.

Table 8
Percent correct recall scores for subjects in Experiment 2.
EXACT RECALL MEASURE
Condition
Success Failure Control
Entire text 43.4 36.6 43,2

Para ragg describing:

l. Brad’s education 62.5 49.2 59.2
. Local economy 47.1 38.6 41.4
3. Simmons Ford . 33.3 30.0 36.7
4. Local car dealerships 30.0 28.3 35.0
5. Brad”s career aspirations 30.0 26.7 33.3
6. Future of U.S. car industry . 27.5 27.5 32.3
7. Brad”s obligation to his family 33.3 26.7 30.

PARTIAL RECALL MEASURE
Condition
Success - Failure Control
Entire text 76.8 71.1 78.4

Paraﬁta h describing:
1., Br

ad”s education 85.8 17.5 85.8

. Local economy 62.9 54.3 65.7
3. Simmons Ford 66.7 66.7 73.3
. Local car dealerships 80.0 16.7 86.7
5. Brad”s career aspirations 16.7 73.3 70.0
6. Future of U.S. car industry 80.0 125 32.5
7. Brad”s obligation to his family 76.7 73.3 76.7

Note that although the average correct recall scores for the exact
recall measure are not very high (they range from 37-44 percent for the
difierent conditions), the partial recall scores are quite good (they range
from 71-78 percent). These scores indicated that most of the subjects were
able to recall about three-fourths of the material from the original case
description.

In order to determine if subjects in the different conditions had
differential recall for different types of information as would be predicted

by a selective encoding mechanisn, we analyzed the recall data by paragraph.
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The information presented in the case description .as organized into seven
paragraphs; each paragraphidiscussed different types of information relevant
to the future success of the dealership. For example, the first paragraph
discussed the young man’s educational Backgroeund, the second paragraph
discussed the local Bconomy in Greenwood, Missouri, etc.

Exact and partial raedll scores were:computed for each of the seven
paragraphs for each subject. The means for these measutes are also showr in
Table 8. Two separate 2 X 2 liAlOVAs'were done for the exact recall scores
and the partial recall scores using:the scores for the seven different
paragraphs as the multiple dependent variables and Cause and Outcome as the
independent variables. These .analyses indicated there is a significant main
effect of Outcome for:the exact recall scores, F(7,86)=2.39, p<.03, but not
for the partial recall scores. Individual ANOVAs were done on the' exact
recall scores for the seven different paragraphs. Thesé 'indicated that there
is only a significant main effect of Outcome for the information presented
in the first paragraph, F(1,92)=15.4, MS . =4.2, p<.00l. Subjects in the
Success conditions tended to have better exact recall of the'information
presented in the first paragraph. This information was primarily comcerned
with the young man”s educational background. However, because ‘there were no
reliable differences between ccnditions for the partial reéall measure,  the
differences found for the exact measure should be interpreted with caution.

- The data from the recall memory task indicdte that subjects had fairly
good recall of the original case’description and that there are only snall
differences between the experimental conditions in terms of subjects”
ability .to recall the missing information. These differences reflect a
tendency for the subjects in the Success conditions to have somewhat better
recall of the information, especially the information preSented in the first
paragraph. ' '

It is not clear whether the differential recall observed for the infor-
mation in the first paragraph is due'to the type of information contained in
that paragraph (i.e., information-about the young man’s education) or simply
an elevation of a “primacy effect” for the Success conditions. It is clear,
however, that there is little support for a selective encoding explanation
of the results found in Experiment 1. Instead, there is clear evidence
implicating the persistence of the initial inferences that subjects make
from the case-history data.’
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Conclusions

In the present investigation we examined the role of causal explanation
in the predecision process of outcome generation. Ve attempted to simulate
the way decision makers” prior beliefs and expectations may affect their
ability to generate alternative outcomes and their ability to evaluate these
outcomes in an unbiased maaner. Ve propose that when a decision maker thinks
of one of the possible outcomes which might result from taking a particular
action, he or she comstructs a mental model or causal schema which specifies
the cause and effect relationships that exist between the factors relevant
to the outcome. Once this schema has been constructed, it may affect the
decision maker’s subsequent predecision behavior.

The results of Experiment 1 indicate that after decision makers have
explained why one particular outcome may occur in the future, their
subsequent predecision behavior is biased to some extent., After subjects
attributed a specified outcome (i.e., the success or failure of the car
dealership) to one particular category of factors (i.e., a person or the
economy), they tended to focus on this same category of factors in their
subsequent outcome generation behavior and they also tended to assign
greater importance weights to these factors. These results suggest that once
the decision maker has attributed the cause of a future event to one of many

possible factors, this factor becomes a very salient difference in their
causal field and they tend to neglect other potentially important causal
factors in their subsequent predecision behavior.

We were interested in determining if the nature of the initial outcome
(i.e., success or failure) might also bias subsequent outcome generation
behavior. Intuitively, it seems quite likely that if a decision maker has
strong expectations that the outcome of a particular action will be
positive, it may be very difficult for him or her to think of negative
outcomes for that action. The data from the outcome generation task in
Experiment 1 do not support this intuition. Subjects im all conditions
generated equal numbers of success and failure outcome scenarios. This may
reflect demand characteristics of the generation task. Although subjects

were not explicitly instructed to genmerate both success and failure

scenarios, the instructions for the scemario generation task included J
examples of both success and failure outcome scenarios and this may have
predisposed subjects to generate both types of outcome scenarios. |

In Experiment 2 we explored two of the possible cognitive mechanisms
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which might have produced the effects found in Exper-iment l. Ve propose that
when subjects formulated their original exﬁlanation they had to encode the
information presented in the case description of the car dealership and,
because of the ambiguous nature of the information provided, they also had
to interpret the facts which were presented in the case description.

Subjects might encode different types of information from the case
description depending on their experimental condition. However, the results
of the surprise recall task given in Experiment 2 do not support selective
encoding. Once the information presented in the case description had been
interpreted to support one particular outcome (e.g., Person-Success),
subjects’ might have difficulty reinterpreting the information in an
unbiased manner when they were subsequently asked to make inferences based
on the original information. The results of the inference task in Experiment
2 support the explanation that the perseverance effect is due to the imitial
inferences. Subjects who had originally explained a success outcome subse-
quently made more positive inferences than subjects who originally explained
a failure outcome.

Considering the combined results of Experiments 1 and 2, it appears
that after subjects have explained one particular outcome, their subsequeant
predecision behavior is biased; and that these biases cannot simply be
attributgd‘tolselective encoding of the original informatioun. Instead, it
appears thﬁt subjects may make inferences based on the original information
they were presented, and once these inferences have been formed they persist
and affect subsequent judgments,

The results of this investigation have important implications for
decision analysis. To the extent that we have been able to simulate the way
a decision makexr’s prior beliefs and expectations influeﬁce his or her
subsequent predecision behavior, our research suggests that the decision
analytic approach to problem structuring may need to be revised. In decision
analysis, a client is usually asked to identify the different outcomes which
might result from taking a particular action. This process is by necessity a
serial process in which the decision maker generates one outcome at a time.
Our results suggest that the cognitive processes involved in generating the
initial outcome for such an analysis may cause certain inferences to be made
and may define differences in a particular causal field. Subsequent
outcomes tend to be generated using these inferences and differences in the
causal field, and the mental model thus created tends to persist.
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APPENDIX A

Brad Sxmmons graduated from college in 1978. He received a degree in
business administration with a specuhutmn in marketing. During his first
few years of college, Brad had tned several different majors. He was get-
ting D’s in computer science 8o he changed into accounting where he made
mostly C’s. Brad eventually decxded_ to major in marketing because he found
his marketing courses to be interesting and he was able to make better
grades than before. Brad had hoped to get a job with one of the big mar~
keting research firms after he éraduated. Hovever, a8 few months before
graduation, Brad's father suffered a serious heart attack.

Tow Simmons, Brad’s father, owned the Ford dealership in Green-
wood, lissouri. Greenwood has a population of about 40,000. The closest big
city is Springfield which is 90 miles away. The major sources of employment
in the Greenwood area are the General Electric plant which manufactures
microwave ovens and the Towmotor plant which makes fork lifts. Currently,
the unemployment rate in Greenwood is slightly below the natiomnal average.

Simmons Ford used to be a very profitable business. lir. Simmons started
the dealership back in the 50°s when Greenwood was not much more than an
isolated rural community. Through a great deal of hard work, he has built it
into the largest automobile dealership in Greenwood.

In the past few years the sales of American~made cars has steadily
declined. Fever people can afford to buy cars when there is a high rate of
inflation. The local Chrysler dealer declared bankruptcy last winter and now
the Chevrolet dealership is in financial trouble. The only car dealership
which is thriving in Greenwood these days is the new Toyota dealership which
opened two years ago.

After lir. Simmons had his heart attack, Brad”s parents asked Brad to
abandon his own career plans and help his dad with the family business. lr,
Simmons had always wanted Brad to be part of the business, but Brad always
argued that he should get some "outside experience" first. Actually, Brad
never had any intentions of working at Simmons Ford. After seeing how hard
his father had worked all these years, Brad had decided that it was not the
kind of life he wanted for himself.

The future for American-made cars is uncertain. The American car indus-

try is trying to make its new line of cars more competitive with foreign

cars in terms of economy and quality. Some Americams still prefer the
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larger, luxury cars which have traditionally bcu:n the mainstay of the
American auto industry. It is possible that the U.S. government may start to
regulate the number of foreign cars which can be imported into the U.S.
during any given year.

When Brad graduated from college, he did not counsider the prospect of
taking over Simmons Ford to be an "ideal" job, However, he felt a sense of
obligation to his family and so he went to work with his dad. Mr. Simmons
suffered a fatal heart attack in February, 1982. Now, the Ford Motor Company

has asked Brad to try to manage the dealership on his own.
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